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Schur via operators

We denote by Y the set of Young diagrams (partitions), i.e.,
A=A, o, ) €Y st. Ay > ... > A >0, \j € Z>p. For example,

(4,3,1) =
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Schur via operators

We denote by Y the set of Young diagrams (partitions), i.e.,
A=A, o, ) €Y st. Ay > ... > A >0, \j € Z>p. For example,

(4,3,1) = |

Define the vector space QY as formal finite sums of Young diagrams with
rational coefficients, i.e.,

k
QY := {Zm“): keN, aeQ AV e\Y}-
i=1
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Schur via operators

Operators for Young diagrams

S. V. Kerov defined the following two operators

A= Y +G-)n
(iJ)eN?
pu=AU(ij)eY

and

D= > (Z+(G-1)
(ij)eN?
p=\(ij)eY

The number j — i (column index minus row index) is the content of the
box p\ A and A\ p resp.

See A. Okounkov, “SL(2) and z-measures.”
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Schur via operators

Define two linear “differential” operators on QY. For a Young diagram

A €Y, we have

EN =Dy - DN = Y
(ij)eN?
p=M\(ij)eY

and
D(A):=Do(N)= > (—i)-p
(ij)eN?
p=M\(ij)eY
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Schur via operators
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Schur via operators Key Lemma and Multiplication

Key Lemma

For the empty diagram, we have £(00) = D(()) = 0, therefore we associate
the empty diagram with () = 1. We say that g times the empty diagram is
a constant.

Lemma (N.)
An element from QY is a constant if and only if both operators give zero,
ie.,

xeQ <= &x)=D(x)=0.

Gleb Nenashev (SPbSU) Schubert calculus and bosonic operators July 9, 2024 6 /33



Schur via operators Key Lemma and Multiplication

We say that a bilinear map * : QY? — QY is graded if
o for ,peY, Axpuc€ QYW‘HM'

Corollary
There is at most one bilinear graded map % such that, for any A\, u € Y,
o 1x1=1, wherel is the empty diagram;
o €A k) = (EN) % 1+ A x (Eu);
@ D(Axp)=(DX\)xpu+ Ax(Du).
Furthermore if there is such %, then it satisfies commutative and
associative properties.
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Schur via operators Key Lemma and Multiplication

Main theorem

Theorem (N.)
There is a unique bilinear graded map % such that, for any A\, € Y,

o 1x1=1, wherel is the empty diagram;

o & k1) = (EN) % p+ A (p1);

@ D(Axpu)=(DN)*pu+ Ax(Dp).
Furthermore it is given by

Axp= ZCK’#V,
v

where c/\ are Littlewood-Richardson coefficients, i.e., % is the
mult/pllcat/on for Schur functions.
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LT
Jacobi-Trudi identity

b= L L[]
L

Theorem (Jacobi-Trudi identity)
For a partition A = (A1 > ... > Ax > 0), we have

h/\1 h)\1+1 h/\1+2 h)\l—i-k—l
hy,—1 hy, hyy+1 ho k-2
sy = det . . . .
hy—k+1 hxe—k12 ha k43 hy,
v
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Jacobi-Trudi identity
Proof

hx, VRS N VY PR ey S|
? hy,—1 hy, b1 o0 k-2
sy = det) := det i i i . )
hy—k+1 hxe—k+2 hye—k+3 - h,

We prove it by induction by [A|= A1 + ... 4+ Ax.

Base case: |A\|=0. We have \; =\, = ... = X\ =0, therefore
sy = 1 = det).

Induction step: If £(sy) = &(dety) and D(sy) = D(dety), then by
Key Lemma sy = det).
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Jacobi-Trudi dentity
. ?
Proof. Induction step: £(sy) = £(det))

hx, hx 41 hy,+2

? h)\z—l h>\2 h/\2+1
sy = det) := det i i i

hy—k+1  hxe—k+2  ha—k+3

We have
E(hy—itj) = hpy—1)—it)>
then after combining by rows we get

fdety) = > dety = >

N=2\(i,\;)eY N=M\(ij)eY
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Jacobi-Trudi dentity
. ?
Proof. Induction step: D(sy) = D(det))

hx, VS N VY PP (VS|
? hy,—1 hy, hyv1 oo hy,4k—2
sy = det)y := det ) , ) .
hy—k+1 Pxe—k+2 hy—k+3 - hx,
We have
D(hy—itj) = (Ni—i+j—1)hy—jsj1 =
= (A = Do —1)—ivj + U = Dhy—i (1),
then
D(det,\) = Z ()\,' — I')det)\/ = Z (] — I')S)\/ = D(S)\).

N=A\(i,\)eY N=X\(ij)eY
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Background

For the polynomial ring Q[x1, x2, x3, .. .], the i-th divided differences

operator is given by
f— 5,‘f

8,-f =
Xi — Xj+1

Definition (Lascoux—Schiitzenberger)/
Theorem (Demazure and Bernstein—Gelfand—Gelfand)

For a permutation wop = (n,n—1,...,1) € S,, we define its Schubert
polynomial as

~1_n-2 1
6W() = 1n X2n s X1 G@[Xl,XQ,...].
For a permutation w € S,

9. — Suws, if i is a descent of w, i.e., {(ws;) =f(w)—1
1 w — E

0 if / is an ascent of w, i.e., {(ws;) =
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Background

Theorem (Lascoux—Schiitzenberger)

For any u € Sy, its Schubert polynomial &, is well defined and G, is a
homogeneous polynomial of degree {(u).

The set {&,, u € Sx} of all Schubert Polynomials forms a linear basis of
Q[Xl,XQ,X3, .. ]

Therefore, we have unique coefficients ¢y, (u, v, w € Sy) such that, for
any u,v € Sy,

GuGy = > ¥, Gu.
weE Sy

Problem

Give a combinatorial interpretation of c,’,,. J
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Background IS

Monk’s rule (Monk)
For u € Sy and m € N, we have

GuBs, =Gy (X + X0+ ...+ X)) = > Gut, ;s
a<m<b: L(ut, p)=L(u)+1

where t, }, is a transposition of a and b.

v
Let [a, b],a < b € N be
Gut,, if l(utyp) =40(u)+1
Gu[a7 b] = ' .
0 otherwise.
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Background IS

Pieri’s rule (Sottile)

For u € Sy and k, m € N, we have

Gu-hk(Xl,XQ,...,Xm):Gu' E X,'IX,'Q---X,'k =
1<ik<...<ik<m

_ 3 Gulaibi][azba] - - - [akbi]

a<...<a,<m
m<by,...,bx are distinct

and
Gu'ek(X15X27"'7Xm):6Ll' E Xig Xip ** + Xiy =
n<in<..<ix<m
== E 6u[a1 b1][a2b2] cee [akbk]
al,...,axk<m are distinct
m<b1<...<by

o’
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D for Schubert polynomials and for Schur functions
Operator D for Schubert polynomials

Let 5
-3 o

Pl
be the sum of all partial derivatives. Hence, we have Leibniz product rule

for D:
D(6,6,) = (D&,)6, +6,(Ds&,).

Theorem (Hamaker—Pechenik—Speyer-Weigandt)

For any u € Sy,

D&, = > kg,
keN: U(sgu):=0(u)—1
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D for Schubert polynomials and for Schur functions

o bW e NN
~ o v s W oR

Theorem

For a Grassmannian permutation w € Sy of a descent m, we have
Sw = SA(W)(X].?X% R 7Xm)7

where A(w) = (Wm — m,Wm_1 —m+ 1, wpn_o—m+2,...).

Theorem

For a Grassmannian permutation w € Sy of a descent m, we have

D@W = DmS)\(W)(Xl, X2y ... 7Xm).
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Stabilties of Schubert polynomials
Stabilities

Let 7 be a shift defined by

Tw(i)=w(i—1)+1, i€Z forwe Sz.

For w € Sy, its Stanley symmetric function for w € Sy is given by

Fw(xt,x2,...) = kﬂr—?oo Sy (X1, x2,...) € At

For w € Sy, its back-stable Schubert polynomial is given by

Sw(xi,i €Z):= Iim 6k, (x1-k;X0—k,...) E N\ @ Q[x;, i € Z].

k—4o00
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Background Stabilities of Schubert polynomials

Theorem (Edelman—Greene)

For any w € Sy,

.FW(Xl,XQ, .. ) = Z a)\7WS)\(X1,X2, .. .),
A

where ay ,, € Z>¢ is the number of increasing Young tableux of the shape
)\, whose reads are reduced words of w™1L.

I—ll\.)w‘

d

$352545551535156 = (2,5,7,1, 3,4,6)71

See Lam~-Lee-Shimozono for another interpretation of ay ,,.
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Background Stabilities of Schubert polynomials

Theorem (Lam—Lee-Shimozono)

The set {%u, u € Sz} is a linear basis of the ring B := A_ ® Q[x;, i € Z].

Therefore, for any u, v € Sz,

R~ w =
6,6, = g CU’VGW.
wEeSy,
For any u,v,w € Sz, we have
w o o_ Tw W N :
Ciy = Clury = Chgs  Where 0(i) = —u(—i).

Furthermore, for any u, v, w € Sy, ¢, is equal to the corresponding

structure constant for Schubert polynomials.
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Operators £ and D

Operators & and D on s
— —
€6U = Z Gsku;
KEZ: L(su)=£(u)—1
D&, = 3y kG,

KEZ: L(su)=£(u)—1

Proposition (N.)
For any u,v € 57, we have:
i i
f(Gugv):(fgu)6

D(6.5,)= (06,6

July 9, 2024
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Operators £ and D

Corollary

Given a pair of permutations u,v € Sz, the following holds:

(e(u)w(v))m NR(W)= D e, [R(w)l,

(v) s

where R(u) is the set of reduced words of u.
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Operators £ and D

Example

- 5 oo X X
(B XX XX X X
O L R il Yas

o < — — 3

S (01324) S (02314) = S (12304) T S (02413) <2> 1-1=1+42

3
6(1324)6(2314) = S(2413) (2> ‘1142
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Operators £ and D

Theorem (N.)

Given an operator 7 satisfying Leibniz product rule such that
— —
NG, € span{&sq,: l(sxu) =l(u) —1}.

Then 7 is a linera combination of £ and D.
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Operators £ and D Criteria

Criterion (postive)

Theorem A (N.)
There is a unique graded bilinear map  such that, for any u,v € Sz,
e idxid = id,
o {(uxv)=(Eu)*xv—+ux(&v);
® D(uxv)=(Du)*v+ux*(Dv),
® uxvEZ>5z.

Furthermore it is given by
u*v= Z Clry W,
w

where ¢, are structure constants for back-stable Schubert polynomials.

v
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Operators £ and D Criteria

Criterion (supp; weak)

Let Sz« be the set of permutations s.t. that have s, in reduced words.
Consider any function f : S2 — Z such that, for any (u, v) # (id, id),
either u or v or both have s¢(, ,) in reduced words.

Theorem B (N.)
There is a unique graded bilinear map  such that, for any u,v € Sz,
e idxid = id,
o {(uxv)=(Eu)*xv+ux(&v);
® D(uxv)=(Du)*v+ux*(Dv),
o uxv e QS5 v
Furthermore it is given by

—_ w
Uxv = E CuvW,
w

where ¢ are structure constants for back-stable Schubert polynomials.
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Criteria
Proof of the Monk’s rule

D=3 kdxand M, =3, _pla, b|.
We know

di( ula, b]) = (d S )2, b] if {u(a), u(b)} # {k, k+1},

hence
—
D(G uMz) -
2~ 1
—oEamr (X k- X W) 8-
k€EZ: k' eZ:
uH(k)<z<u~l(k+1) u K )>z>u" (K +1)
— — — — —
=D& )M,;+z-6,=(D&, )M+ &,-(DSy).
|
Schubert calculus and bosonic operators
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Bosonic operators

Bosonic operators

Define the sequence of bosonic operators

Di=¢

(k) D (K).D—D-plk)
k+1) . P0) D—D
o p( ) = [ 7 ] =L A L

Corollary

For any k € N and u,v € Sz, we have

P(E,6,) = (N6E,)E, + &,H

Theorem (N.)

Operators p(K) k € N commute pairwise.
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Bosonic operators

Theorem (dual Murnaghan-Nakayama)

p(k)s/\ — Z (_1)ht(k\u)*1su'

pe pCA, =[N =k,
A\p is a border strip
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Bosonic operators

Theorem (N.)

p(k)gu Z +5

w s.t....
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Bosonic operators

For a partition A € Y we define operator £ as

A
=3 Xp o) ol

z
o

Theorem

The operators £, \ € Y commute pairwise and satisfy the following three

properties

&= LR},
A

o 4o i -
f)\( 6,6,)= Z ‘CRz)/\,u(f 6.,)(E" &),
Vi
é-A%W - Z a)\,u%u—IW'

£(u)=|Al
L(u™tw)=E(w)—|)|
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Thank Youl!
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